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Abstract: The Google framework called TensorFlow has been widely used for decision 

making in several areas, including Education. Predicting student risk and optimizing a 

student’s learning path are, for example, two traditional educational problems that have 

been explored for years but there are a myriad of different data mining approaches 

involved. This paper’s goal is to illustrate the results of a systematic mapping process 

conducted on educational data mining studies using the TensorFlow framework. 

Furthermore, this paper will assist in illustrating what kind of problems to focus on (which 

can paradoxically be seen as opportunities), identify, demonstrate, and catalogue all the 

academic studies that have discussed it, and the approaches leveraged (neural network, 

decision tree, natural language processing, and so on). The mapping process followed five 

phases with rigor, returning a set of 32 relevant papers in the study area with detailed 

information related to the research questions. The outcome of this systematic study will be 

of benefit to academic managers, researchers, and students who use this framework as 

support to solve educational problems. 
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Introduction  

There is a plethora of academic and personal data stored in educational institutions. Data retention 

timeframes vary by institution; as an example, scholarly research is retained between 5 and 10 years. 

Students' data can include birthdate, parents’ income, grades, classes taken, dissertation defense date, 

and so on. Teachers' data includes classes taught per semester, research projects, supervisions, etc. 

Therefore, there are several kinds of data that can be filtered, analyzed, and extracted to identify 

useful information for the decision making process, such as identifying students’ learning progress 

during an academic degree. Different machine learning approaches have been applied in these 

databases for several years, but the Google framework (called TensorFlow) has gained increasing 

attention because it allows the process to be faster and easier, thus revolutionizing this field.  

TensorFlow (https://www.tensorflow.org/) was created in 2015 by the Google Brain team to design, 

build, and train deep learning models - a complex algorithm that could be applied in a simplistic 

fashion. The 2.0 version of TensorFlow was announced in January of 2019 and launched September 

2019 (Abadi et al., 2016). Many well-known companies such as Coca-Cola, GE Healthcare, and 

Airbnb use TensorFlow as a solution for various problems. However, anyone that utilizes Google 

products (e.g., Gmail, Photo, Search) already enjoys its technology implicitly such as when words are 

predicted when one types a message or when recommendations are made about videos to watch. 
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TensorFlow works on the concept of the data flow graph for numerical computation, in which each 

node represents the operations, and its edges are called tensors (multidimensional array). Tensor is an 

object that has three properties: name (label), shape (dimensionality of the array), and type (data 

type). TensorFlow has gained popularity over the years because the computation of these data flow 

graphs runs within a session on one or more CPUs or GPUs in a desktop, server or mobile device. A 

typical TensorFlow application has two distinct phases: the first defines the program (e.g., a neural 

network to be trained) as a symbolic dataflow graph with placeholders for the input data; and the 

second executes an optimized version of the program on the set of available devices (Abadi et al., 

2016). 

In the literature, it is possible to find some systematic reviews/mappings regarding Educational Data 

Mining (EDM), such as Bakhshinategh et al. (2017), Hernández-Blanco et al. (2019), Holmes(2020); 

however, they do not mention use of TensorFlow framework in the context. Thus, this paper 

highlights the challenges that researchers of the Computer Science teaching degree have about this 

study area. In the present work, the goal was to search the literature for studies that applied the 

TensorFlow framework to support educational problem such as student modeling, knowledge tracing, 

evaluation, and so on. Therefore, it is important to know where and when the research has been 

published, what type of specific topic (category) was examined, the learning approaches that were 

used, and the key goal. 

The present paper is organized as follows. Section 2 details the 5 phases of the methodology used for 

systematic mapping. Section 3 provides the elaborated research questions, defines inclusion and 

exclusion criteria, identifies the search string used and the digital libraries that were examined. 

Section 3 also shows the final set of selected papers (32) and highlights their categories, approaches, 

and publication venues. Finally, Section 4 presents the conclusion. 

Methods  

This section describes the methodology followed to realize this systematic mapping. In this work, we 

used the systematic mapping process proposed by Petersen et al. (2008) and has five main phases, as 

shown in the Figure 1. Each of these phases has an output. 

 

Figure 1. The Mapping Process (Petersen et al., 2008). 

The Definition of Research Questions is the first phase of a mapping process that it is directed to 

develop one or more research questions according to the goal and the scope of the review. The 

Conduct Research phase consists of retrieving all papers applicable in the area of study from virtual 

libraries using keywords or specific terms. The Screening of Papers phase consists of reviewers 
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analyzing each paper collected and defining the relevant papers that will be included in the mapping 

process using inclusion and exclusion criteria. The Keywording Using Abstracts phase serves to 

create/use one classification scheme and then categorize each paper. The last phase, Data Extraction 

and Mapping Process, filters and focuses relevant information about the selected papers. 

Results & discussion 

According to chosen systematic mapping process, the results found in this work will be shown in this 

section.  

Definition of Research Questions 

The research questions (RQ) for this study are as follows: 

RQ1: What is the overall quantity of papers on this topic and from where did they originate?  

RQ2: What kind of educational problems have been solved with TensorFlow framework?  

RQ3: What are the existing approaches to solve these educational problems? 

Conduct Research 

The chosen digital libraries for this systematic mapping were ACM Digital Library 

(https://dl.acm.org/), Spring Link (https://link.springer.com/), Science Direct 

(https://www.sciencedirect.com/) and ProQuest (http://www. https://about.proquest.com/) because 

they are relevant and contain general computer science archives.  

The searches were performed in July 2020. According to previously defined questions, the search 

string used in this work was: 

         ("Tensorflow") AND ("educational data" OR "student data" OR "academic data") 

A total of 52 references were collected from these four databases (12 from ACM, 25 from Spring 

Link, 4 from Science Direct, and 11 from ProQuest). All references were saved to Zotero software, a 

free and easy-to-use reference management tool that is very useful for collecting, organizing, reading, 

citing, and sharing research. 

Screening of Papers 

The importance of the selection criteria in this study lies in its ability to review only relevant papers. 

Therefore, the inclusion (IC) and exclusion (EC) criteria, as shown in Table 1, were utilized in this 

study for deciding on pertinent papers about Data Mining using TensorFlow in the Educational area. 
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Table 1. Inclusion and exclusion criteria used to screen papers 

Inclusion Criteria Exclusion Criteria 

IC1 – Studies that mention any data mining approach 

for educational problems in the 

title/abstract/introduction 

EC1 – Duplicated studies (keep the newest) 

IC2 – Studies that contain TensorFlow in the 

abstract/introduction or as keyword  

EC2 – Studies in book format  

Initially, each paper was evaluated based on its title. If it was not clear how to identify the proposal, 

the reviewer read abstract and/or the introduction to approve or reject this paper so the next criterion 

could be applied. In Table 2 it is possible to follow for each digital library the number of papers 

included and eliminated after applying the defining criteria. 

Table 2.  Number of Papers after Inclusion and Exclusion Criteria 

Database Initial IC1 IC2 EC1 EC2 Final 

ACM  12 8 0 0 1 7 

ProQuest 11 9 0 0 0 9 

Science Direct 4 2 0 0 0 2 

Spring Link 25 18 0 4 0 14 

Total 52 37 0 4 1 32 

The final set of papers selected for deeper analysis was 32. Observing the number of publications per 

year, we found 1 was published in 2016, 2 in 2017, 6 in 2018, 11 in 2019, and 12 in 2020. We 

observed a growth of papers and a scholarly interest in this topic over the years. 

Keywording Using Abstracts 

As the classification of the objectives in EDM proposed by Bakhshinategh et al. (2017) has been well 

accepted, it was utilized to category the selected papers for this systematic mapping. After a brief 

reading in the 32 abstracts, we classified them in six main categories as shown in Table 3. 

Table 3.  Papers classified in categories 

Category References 

Student 

Modeling 

(Olivé et al., 2018), (Teruel & Alonso Alemany, 2018) 

(Castro-Wunsch et al., 2017), (Malekian et al., 2020), (Vijayalakshmi & Venkatachalapathy, 

2019), (Wang et al., 2019), (Boncea et al., 2019), (Pablo, 2020), (Cheng & Zhang, 2020), 

(Aveleyra et al., 2018), (Tsiakmaki & Kostopoulos, 2020), (Czibula et al., 2019), (Crivei et 

al., 2019), (Monllaó Olivé, et al., 2020), (Chunqiao et al., 2018), (Preuveneers et al., 2020), 

(Kőrösi & Farkas, 2020), (Injadat et al., 2020), (Qiu et al., 2019) 

Representation 

Learning 

(Zhang et al., 2019) 

Knowledge (Lee & Yeung, 2019), (Yang & Cheung, 2018), (Sha & Hong, 2017) 
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Tracing 

Pedagogical 

Data Analytics 

(Guo & Zeng, 2020), (Hernández-Blanco, 2019), (Gudivada, et al., 2016) 

Decision Support 

System 

(Gutu-Robu et al., 2018), (Stoica, et al., 2019), (Holmes, 2020),  

(Moore et al., 2019), (Pensel & Kramer, 2020) 

Evaluation (Doleck et al., 2020) 

As expected, most of the papers (20) published belong to the Student Modeling category. Basically, 

the general focus represents cognitive aspects of student activities, such as analyzing students' 

performance, isolating underlying misconceptions, representing students’ goals and plans, identifying 

prior and acquired knowledge, maintaining an episodic memory, and describing personality 

characteristics (Bakhshinategh et al., 2017). 

Data Extraction and Mapping Process 

Table 4 summarizes the number of papers published in each publication venue. There are a variety of 

conferences that publish papers related to this topic.  

Table 4. Publication venue of the papers 

Type Publication Venue Number 

Book 

Section 

Encyclopedia of Education and Information Technologies 1 

Handbook of Statistics 1 

 

 

 

 

 

 

 

 

 

 

Conference 

Paper 

Advanced Hybrid Information Processing 1 

ACM SIGCSE Technical Symposium on Computer Science Education 1 

ACM SIGKDD International Conference on Knowledge Discovery & Data Mining 1 

Advances in Computing and Data Sciences 1 

Artificial Intelligence in Education 1 

Brain Function Assessment in Learning 1 

Conference on Frontiers of Educational Technologies 1 

Conference on User Modeling, Adaptation and Personalization 1 

European Conference on e-Learning 1 

Hybrid Artificial Intelligent Systems 1 

International Conference on Data Science, E-learning and Information Systems 1 

International Conference on Learning Analytics & Knowledge 2 

Knowledge Science, Engineering and Management 1 

Machine Learning and Knowledge Discovery in Databases 1 

The International Scientific Conference eLearning and Software for Education 1 

 

 

 

 

 

Journal 

Article 

Applied Intelligence 1 

Applied Sciences 1 

Cognitive Computation 1 

Complexity 1 

Computing 2 

Education and Information Technologies 1 

Information Systems Frontiers 1 

International Journal of Intelligent Systems and Applications 1 



Padilha & Catrambone / Use of the Tensorflow Framework to Support Educational… 

 337 

Internet Research 1 

Journal of Computing in Higher Education 2 

Procedia Computer Science 1 

Romanian Journal of Human - Computer Interaction 1 

Soft Computing 1 

Answering the RQ1 defined previously, we found 32 papers concerning the use of the TensorFlow 

framework as a solution for educational problems published since 2016 to present in varying 

publication venues. 50% of them have been published in conferences. 

Table 5 shows a detailed analysis of the filtered papers informing the main goal and the approaches 

used. In two papers there was no specific approach because one presents a common architecture and 

another shows a systematic review; for those papers the approach was listed as “General”. 

Table 5. Goal of the Papers Selected 

Reference Goal Approaches  

(Olivé et al., 2018) To identify students at risk of abandoning a course Analytics framework for 

Moodle 

(Teruel & Alonso 

Alemany, 2018) 

To elicit insights on the relations between students 

and contents 

Neural network - unsupervised 

(Castro-Wunsch et al., 

2017) 

To identify students who need assistance as early in 

the course as possible 

Neural network 

(Zhang et al., 2019) To propose a heterogeneous graph neural network 

model, HetGNN, to representation learning 

Graph neural network 

(Lee & Yeung, 2019) To trace the knowledge of students as they solve a 

sequence of problems represented by their related 

skills 

Neural network 

(Guo & Zeng, 2020) To propose a federated learning-based education 

data analysis framework FEEDAN, via which 

pedagogical data federations can be formed by a 

number of institutions 

Many servers collaboratively 

train a common model with 

their own local training data 

under the orchestration of an 

aggregation server 

(Malekian et al., 2020) To assist educators or online learning environments 

to postpone assessment tasks until students were 

deemed "ready" 

Sequential pattern mining 

(Hernández-Blanco et 

al., 2019) 

To identify the educational data mining tasks that 

have benefited from deep learning and those that 

are pending to be explored 

Neural network 

(Vijayalakshmi & 

Venkatachalapathy, 

2019) 

To compare the prediction of the student 

performance using different algorithms 

Decision tree, naive Bayes, 

random forest, support vector 

machine, K-Nearest neighbor, 

and deep neural network 

(Wang et al., 2019) To develop a predictive model for effective 

learning feature extracting, learning performance 

predicting and result reasoning 

Convolutional GRU and 

neural network 

(Gutu-Robu et al., 

2018) 

To introduce an updated version or our open-source 

NLP framework, ReaderBench, designed to support 

both students and tutors in multiple learning 

scenarios 

Natural language processing 

(Boncea et al., 2019) To improve scholar performance by a continuous Assessment reusable learning 
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and intelligent monitoring and assessing process of 

daily knowledge gains 

object and neural network 

(Pablo, 2020) To detect students who are at risk of failing the 

course or need special support, providing teachers 

with a useful mechanism for predicting and 

improving student outcomes 

Learning experience 

(academic performance and 

online activity) 

(Cheng & Zhang, 2020) To identify the most attractive collaboration 

features that enterprises can offer to increase 

university students' participation intentions 

Online behaviours 

(Aveleyra et al., 2018) To predict which students may have problems in 

the second exam and help them with the aim of 

increasing the number of students who pass the 

exam. 

Deep neural network 

(Tsiakmaki & 

Kostopoulos, 2020) 

To propose a transfer learning method for the task 

of predicting student performance in undergraduate 

courses 

Transfer learning and neural 

network 

(Gudivada, et al., 2016) To propose a reference architecture for cognitive 

analytics and indicate ways to implement the 

architecture 

General 

(Czibula et al., 2019) To predict the final grade of students of a certain 

academic class 

Relational association rules 

(Stoica, et al., 2019) To provide a more sophisticated method to improve 

the search of educational videos and thus show 

those that best fit the learning objectives of students 

Support vector machine 

(Crivei et al., 2019) To predict the most appropriate output class (pass 

or fail) for a student 

Relational association rules 

(Monllaó Olivé, et al., 

2020) 

To identify students at risk of dropping out of a 

Massive Open Online Courses 

Neural network – supervised 

(Chunqiao et al., 2018) To predict student study failure risk in early time 

and improve the efficiency and effectiveness of 

early warning education 

Neural network 

(Holmes, 2020) To introduce the Artificial Intelligence in Education 

approach, its set of technologies and a field of 

inquiry 

General 

(Moore et al., 2019) To generate personalized homework assignments 

for students using behavioural cloning of teacher 

activity 

Neural network 

(Preuveneers et al., 

2020) 

To observe the behavior of the audience and 

keeping the participants engaged 

Edge-based multi-modal 

engagement solution 

(Pensel & Kramer, 

2020) 

to forecast of the study success in selected STEM 

disciplines (computer science, mathematics, 

physics, and meteorology), solely based on the 

academic record of a student so far, without access 

to demographic or socioeconomic data 

random forest, support vector 

machine, multilayer 

perceptron, long short-term 

memory networks 

(Yang & Cheung, 

2018) 

To propose an automatic and effective way to pre-

process the heterogeneous features into the deep 

knowledge tracing model 

Neural network and tree based 

classifiers 

(Kőrösi & Farkas, 

2020) 

To predict student performance at the end of the 

Massive Open Online Course using directly raw log 

data 

Recurrent neural network 

(Injadat et al., 2020) To predict the students’ performance at two stages 

of course delivery (20% and 50%) 

K-nearest neighbor, random 

forest, support vector machine, 

multinomial logistic 
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regression, naive Bayes, and 

neural network 

(Sha & Hong, 2017) To model complex representations of student 

knowledge and predict future performances of 

students. 

Recurrent neural network 

(Doleck et al., 2020) To compare the performance of some machine 

learning algorithms (predictive accuracy) 

Support vector machines, k-

nearest neighbors, naive Bayes 

classifier, and logistic 

regression 

(Qiu et al., 2019) To predict the student dropout problem in Massive 

Open Online Courses using the clickstream data 

Convolutional neural network 

In order to answer RQ2, we identified several types of educational problems, such as student 

modeling, representation learning, knowledge tracing, pedagogical data analytics, decision support 

system, and evaluation. The student modeling is the most investigated focus area (found in 19 papers).  

Regarding the approaches used, answering RQ3, 21 of the 32 selected papers have proposed a neural 

network (recurrent/convolutional/supervised/unsupervised) as the alternative to solve most of the 

educational problems. Analyzing deeply these papers, according to the results obtained, we can know 

that: 1- Keras, a neural networks library, has been used as wrapper to TensorFlow (Vijayalakshmi & 

Venkatachalapathy, 2019); 2 – ReLU has been used as activation function of neural network to avoid 

overfitting (Wang et al., 2019); 3 – To train a model for longer (high number of epoch) does not 

guarantee a better result (Aveleyra et al., 2018); 4 – The neural networks with raw datasets have more 

sensitivity to “catch” patterns than XGBoost or XGBoost-regression models (Kőrösi & Farkas, 2020); 

and 5 - Logistic regression has performed better when the amount of data is small (approximately 

12,000 instances), and convolutional neural networks have performed better when the amount of data 

is large (approximately 120,500 instances) (Qiu et al., 2019). About the number of layers, most of the 

reviewed papers, informs that add more hidden layers improves the performance of the neural 

network. 

Other approaches supported in the academic literature included: support vector machines (5 papers), 

Naïve Bayes (3 papers), and K-nearest neighbor (3 papers). Also some papers mentioned more than 

one approach for application, comparing performance, accuracy, and precision such as Vijayalakshmi 

& Venkatachalapathy (2019), Pensel & Kramer (2020), Injadat et al. (2020), and Doleck et al. (2020).  

Conclusion 

As students and researchers of the teaching degree Computer Science course have a significant 

educational background, it is easier to explore the Educational Data Mining area, seeking alternative 

ways to teach, resources to measure students’ performance, and so on. This paper presented a 

systematic mapping regarding academic studies that use the TensorFlow framework to solve a myriad 

of educational problems, that can also be viewed as opportunities, in the last years. Each phase of the 

methodology applied was explained and shown the found results. In the last phase, Data Extraction 

and Mapping Process, we extracted the main information from 32 selected papers in order to know 

how the TensorFlow framework has been leveraged, identified the specific approach, and identified 

what the problem being solved in the academic sphere. Overall, we detected a robust number of 

papers that reference the student modeling problem using a (recurrent, convolutional, supervised, or 
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unsupervised) neural network approach. None of the papers examined here shown their 

implementation. 
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